Towards the assessment of automated-vehicle safety with duration modeling

Soheil Sohrabi  
Zachry Department of Civil and Environmental Engineering  
Texas A&M University  
Texas, USA  
Email: sohrabi.s@tamu.edu

Dominique Lord  
Professor, Zachry Department of Civil and Environmental Engineering  
Texas A&M University  
Texas, USA  
Email: dlord@civil.tamu.edu

Bahar Dadashova  
Texas A&M Transportation Institute  
Texas A&M University  
Texas, USA  
Email: b-dadashova@tti.tamu.edu

Fred Mannering  
Professor of Civil and Environmental Engineering  
Executive Director, Center for Urban Transportation Research  
University of South Florida  
Florida, USA  
E-mail: flm@usf.edu

October 2021
ABSTRACT

Ideally, the evaluation of automated vehicles would involve the careful tracking of individual vehicles and recording of observed crash events. Unfortunately, due to the low frequency of crash events, such data would require many years to acquire and potentially place the motoring public at risk if defective automated technologies were present. To acquire information on the safety effectiveness of automated vehicles more quickly, this paper demonstrates an approach that uses the collective crash histories of a group of automated vehicles. To achieve this, a duration modeling approach is applied where the duration is studied as the number of miles driven between crashes in the group of vehicles. Anderson-Darling and Kolmogorov-Smirnov tests are also conducted to statistically assess differences between automated and conventional vehicles. The findings indicate that automated driving was safer, with a higher number of miles between crashes, relative to their conventional vehicle counterparts. The results indicate that the number of miles between crashes would be increased by roughly 27% when switching from conventional vehicles to automated vehicles. Despite limited data, this study can be considered a reasonable initial approximation of automated vehicle safety. With the increasing availability of more complete automated vehicle data, the proposed methodology has the potential to study future automated vehicle innovations and upgrades.
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1. Introduction

Safety concerns are one of the major issues in developing automated vehicles. Research has argued that a reliable approach to evaluate automated vehicle safety is to assess data gathered from six sources; traffic simulations, driving simulators, target crash populations, road test data analyses, safety effectiveness estimations, and failure risk assessments (Sohrabi et al., 2021). Such a comprehensive approach can potentially account for many elements of automated-vehicle safety, including the possibility that automated vehicle users may exhibit riskier behavior as they overestimate the effectiveness of automated-vehicle technologies, various issues relating to automated vehicle interactions with conventional vehicles, and various automated-vehicle system failure risks (Sohrabi et al., 2021). However, in practice, automated vehicle safety is often evaluated more simply by benchmarking their safety performance against conventional vehicles (Schoettle and Sivak, 2015; Teoh and Kidd, 2017; Favarò et al., 2017; Matysiak and Razin, 2018; Banerjee et al., 2018; Goodall, 2021; Sohrabi et al., 2021). In the extant literature, automated vehicle crash rates have been estimated as either the number of crashes per vehicle-mile traveled (Schoettle and Sivak, 2015, Teoh and Kidd, 2017, Favarò et al., 2017, Goodall, 2021) or the number of disengagements for automated driving systems per vehicle-mile traveled (Matysiak and Razin, 2018, Banerjee et al., 2018). Automated vehicle incident rates have then typically been compared with either conventional vehicle crash rates (Schoettle and Sivak, 2015, Teoh and Kidd, 2017, Favarò et al., 2017, Banerjee et al., 2018) or injury and fatality crash rates (Matysiak and Razin, 2018). However, given the disparities in the analogy between automated and conventional vehicles crash rates, mixed conclusions relating to automated vehicle safety have often been drawn.

Despite the advantages of analyzing road test data relative to other automated vehicle safety evaluation approaches, such an analysis has a number of limitations. First, to achieve reliable
evaluations of automated vehicle safety, extensive automated vehicle road tests are required under a variety of traffic/environmental conditions (Kalra and Paddock, 2016, Li and Zhai, 2019). This has been problematic in practice because the potential safety concerns associated with automated vehicle operation, such as imposing crash risks on other road users, have hindered the widespread use of immense automated vehicle road tests (Kalra, 2017). Second, using automated vehicle crash rates reported by manufacturers and comparing them against conventional vehicle crashes rates from police reports (which are plagued by under-reporting) can lead to biased results (Favarò et al., 2017, Banerjee et al., 2018, Matysiak and Razin, 2018). Despite the attempts of researchers to extract police-reported crashes of automated vehicles for such an analysis, and to adjust conventional vehicle crash rates for underreporting to overcome this limitation (Toeh and Kidd, 2017; Schoettle and Sivak, 2015), the analogy between automated and conventional vehicle crash rates can suffer from a false equivalency. Another issue in road test analyses is the reliance solely on the descriptive assessments of automated vehicle crashes, which provides limited information on the likelihood of crash occurrence.

Given the above limitations, there is a need to provide some insights into automated vehicle safety with perhaps more limited but more readily available data. The intent of the current study is to explore this possibility by applying a duration modeling approach to statistically assess the safety of automated vehicles relative to conventional vehicles with limited road-test data. Duration modeling traditionally refers to statistical methods that consider time-to-event. Here, instead of the time-to-event, accumulated miles between events is used (with the event being a collision) as a means for comparing automated and conventional vehicles. Automated vehicle safety is assessed relative to conventional vehicle safety by evaluating functions determining the accumulated miles (durations) between successive crashes in groups of automated and conventional vehicles, instead
of assessing individual vehicles as would typically be done in duration modeling. On the basis of the proposed duration modeling approach, a crash-free expectancy is computed as a means of comparing automated and conventional vehicle safety. To demonstrate the approach, an empirical assessment is undertaken using two comparable sources of data. For conventional vehicles, police, and non-police-reportable crashes were collected from the Second Strategic Highway Research Program’s naturalistic driving study (reflecting both major and minor crashes) and, for automated vehicle crashes, data from the California Department of Motor Vehicles Autonomous Vehicle Tester program is used since it provides the same minor and major crash information.

2. Methodological Approach

The likelihood of a crash is typically modeled as the frequency of crashes over some specified time period, and count-data modeling methods such as Poisson Regression and its variants (negative binomial and others) are widely used in the conventional vehicle crash literature (Lord and Mannering, 2010; Mannering and Bhat, 2014). Interestingly, these various count data methods have an implied distribution of the time between crash occurrences. For example, the Poisson regression implies that the time between crash occurrences is exponentially distributed. Thus, an alternative to assessing crash likelihoods as the frequency of crashes would be to directly consider the time until an event occurrence. Herein, we modify this concept somewhat by studying duration between crashes as the number of miles between crash events (instead of time) to implicitly account for crash exposure over time.

Duration/survival modeling approaches seek to not only provide statistical insights into the distribution of durations between events but also account for the possibility that the probability of an event occurring may change over time (or, in the case of this paper, over accumulated mileage).
That is, the probability of a crash occurring may be different given that a crash has not occurred up to some mileage \( m \) than it is if a crash has not occurred up to some mileage \( m + 1 \).

Over the years, duration/survival models have been widely used in other areas of transportation data analysis (Hensher and Mannering, 1994).\(^1\) Duration analysis in the context of traffic safety and crash analysis can be traced back to the early accident occurrence work of Jovanis and Chang (1989) and Chang and Jovanis (1990). Following this, Lin et al. (1993) explored the safety impacts of driving-hour regulations on less-than-truckload carriers, and Mannering (1993) examined the role of gender by studying differences in the time until crashes between male and female drivers. Since then, duration modeling has been used in a variety of traffic safety analyses, including, investigating drinking and driving events (Ferrante et al., 2001), assessing pedestrian risk exposure at signalized intersections (Tiwari et al., 2007), exploring contributing factors to driving-under-influence crashes (Fu, 2008), examining the driving risk for older drivers (Caragata and Wister, 2009), comparing intersection crashes (Bagloee et al., 2016), assessing contributing factors to motorcycle crashes (Chen et al., 2018, Balusu et al., 2020) and assessing contributing factors to severe crash events (Xu et al., 2018). More recently, Xie et al. (2019) have used duration analysis for evaluating the impacts of safety treatments in before and after studies.

While the duration-modeling literature in the context of traffic safety has largely focused on individual observations (for example, tracking the crash histories of drivers or vehicles over an extended period of time), we argue here that insights can be extracted from duration analyses using

\(^1\) Examples include studies of the duration of highway closures (Jones et al., 1991; Nam and Mannering, 2000; Chung, 2010), the duration of roadway incidents (Nam and Mannering, 2000; Stathopoulos and Karlaftis, 2002; Kang and Fang, 2011; Hojati et al., 2013), the duration until roadway pavement failure (Loizos and Karlaftis, 2005; Anastasopoulos and Mannering, 2015), the duration between trips (Mannering and Hamed, 1990; Hamed and Mannering, 1993; Ettema et al., 1995; Bhat, 1996a,b; Niemeier and Morita, 1996; Wang, 1996; Kitamura et al., 1997; Kharoufeh and Goulia, 2002; Bhat et al., 2004), the duration until crisis evacuation (Hasan et al., 2013), the duration of travel-generating activities (Kim and Mannering, 1997; Van den Berg et al., 2012), the duration of vehicle overtaking Maneuvers (Vlahogianni, 2013; Bella and Gulisano, 2020), the duration of vehicle deceleration time (Haque and Washington, 2015; Bella and Silvestri, 2016; Bella and Silvestri, 2018), and many others.
group-level data where the miles driven between crash events in a group of automated vehicles can be compared with the miles driven between crash events in a group of conventional vehicles.\(^2\)

To formulate this approach in the context of duration/survival analysis methods, the miles driven between crashes is specified with a survivor function which gives the probability that duration between successive vehicle crashes in the vehicle group will be greater than or equal to some mileage \(x\). With this, let \(X\) be the number of miles between group crashes with a distribution function \(f(x)\). The probability of survival (being crash-free) beyond \(x\) miles is shown as (Washington et al., 2020):

\[
S(x) = \Pr(X > x) = \int_x^\infty f(x)\,dx
\]  

(1)

where \(S(x)\) is the survivor function. Since \(X\) is a continuous variable, the survivor function is a strictly decreasing function. The cumulative distribution function of number of miles between crashes can then be written as:

\[
F(x) = 1 - S(x)
\]  

(2)

The survivor function represents the safety reliability of vehicles, and thus the cumulative distribution \(F(x)\) represents the failure function and is strictly increasing. The first derivative of this cumulative distribution with respect to distance gives the density function \(f(x) = dF(x)/dx\).

With this, the instantaneous rate of failure (crashes) is represented by the hazard function, \(h(x)\), as (Washington et al., 2020):

\(^2\) Tracking individual users or vehicles can lead to a large number of right-censored observations, that is, where a crash is not observed during the study period. For example, in the Balusu et al. (2020) study of the time until motorcyclists’ first crash only 3095 of the 43,856 motorcyclists studied were observed to have crashes 5 years after passing a motorcycle training course, thus leaving 40,761 right-censored observations. Although right censoring can be readily handled in duration modeling (Washington et al., 2020), with the grouped vehicle data used in the current study only the very last observation will be right censored, thus reducing the occurrence of this issue.
\[ h(x) = \frac{f(x)}{[1 - F(x)]} \] (3)

where \( h(x) \) is the conditional probability that a crash will occur in the vehicle group between accumulated crash-free mileage \( x \) and \( x + dx \), given that a crash has not occurred up to mileage \( x \) (since the last crash). In words, \( h(x) \) gives the rate at which crash-free durations are ending at mileage \( x \) (the crash-free state that would end with the occurrence of a crash), given that there has not been a crash up to mileage \( x \) since the last crash occurred.

In duration modeling, to account for the effect of explanatory variables (variables that increase or decrease the accumulated mileage between crashes), proportional hazards and accelerated failure approaches are commonly used (Washington et al., 2020). The commonly used accelerated failure approach has the explanatory variables accelerate accumulated mileage in a baseline survivor function, \( S_0 \) (the survivor function when the effect of all explanatory variables are zero). In accelerated failure models, the natural logarithm of the accumulated mileage between crashes can be expressed as a linear function of explanatory variables as,

\[ \ln(X) = \beta V + \epsilon \] (4)

where \( V \) is a vector of explanatory variables, \( \beta \) is a vector of estimable parameters, and \( \epsilon \) is an error term, giving the conditional survivor and hazard functions as, (Washington et al., 2020),

\[ S(x | V) = S_0[xe^{\beta V}] \] (5)

\[ h(x | V) = h_0[xe^{\beta V}]e^{\beta V} \] (6)

where \( S_0(x) \) and \( h_0(x) \) are underlying baseline survivor and hazard functions, respectively (when all elements of the explanatory variable vector \( V \) are zero). Estimation of survivor and hazard functions in a fully parametric context requires a distributional assumption which, depending on the statistical fit, can include commonly used distributions such as the exponential, Weibull and
log-logistic.\(^3\) The estimation process, undertaken with standard maximum likelihood methods (Washington et al., 2020), includes the estimation of both the parameters of the distribution (for example, shape and scale parameters) and the vector of estimable parameters \(\beta\) associated with the explanatory variable vector \(\mathbf{V}\). The choice of a distribution has implications for the shape of the hazard functions. For example, the exponential distribution implies a constant hazard where the likelihood of a crash does not change as crash-free mileage accumulates \((dh(x)/dx = 0)\), the Weibull distribution allows the hazard to increase \((dh(x)/dx > 0)\) or decrease \((dh(x)/dx < 0)\) monotonically over accumulated mileage, and the log-logistic distribution allows the hazard to be non-monotonic (for example increasing up to some mileage \(x\) and then decreasing thereafter).\(^4\)

Regarding the choice of distributions, in the more common application, where individual driver/vehicles are tracked, one might expect the hazard to; increase as mileage is accumulating (meaning a crash becomes more likely the longer the crash-free duration extends), decrease as mileage is accumulating (meaning a crash becomes less likely the longer the crash-free duration extends), or increase up to some mileage and then decrease afterward. The logic behind such non-constant hazards is that drivers’ risk profiles and experience may change over time and affect their crash probabilities. As an example, Balusu et al. (2020) found that many motorcyclists had increasing hazards (crash likelihoods) initially after passing their motorcycle training courses but then decreasing hazards after a month or so after passing the training course as their accumulated experience made them less likely to crash. In contrast to tracking individual driver/vehicles, in

---

\(^3\) There are also estimation approaches where no distributional assumption is made (non-parametric approaches) or where only the parametric effect of the explanatory variables is assumed and the underlying distribution is not assumed (semi-parametric), with the Cox proportional hazards model being the most commonly used semi-parametric approach. While at first thought non-parametric and semi-parametric approaches seem appealing, they often seriously limit the inferences that can be drawn from the estimation process.

\(^4\) There are numerous extensions of parametric models that add mixing distributions to account for potential unobserved heterogeneity in the data. These include the Weibull model with gamma distributed heterogeneity (Nam and Mannering, 2000) and a full random parameters modeling approach with possible correlation among parameters (Washington et al., 2020; Balusu et al., 2020).
tracking a group of conventional vehicles, the expectation would be that the hazard would be constant because one would not expect a learning effect to influence the time between crashes of any two vehicles in the vehicle group which would likely be geographically separated. For tracking individual automated vehicles, one might also expect a non-constant hazard rate because learning algorithms within the automated systems and component failures will change over time. However, in the group context, a constant hazard would also be expected since there should not be a relationship between the crashes of geographically separated vehicles.

It is also possible to assess the suitability of various distributions of the miles between crashes for automated and conventional vehicles, and to statistically compare automated and conventional vehicle failure function by using Kolmogorov-Smirnov and Anderson-Darling tests (Razali and Wah, 2011). Kolmogorov-Smirnov and Anderson-Darling tests are two sample tests that can be used for comparing both parametric and non-parametric failure functions. For instance, in the case of comparing automated and conventional vehicles, the null hypothesis herein would be that the automated vehicle parametric failure function $F_{AV}(x)$ is the same as the conventional vehicle failure function $F_{CV}(x)$. The Kolmogorov-Smirnov test statistic is based on the maximum distance of two distributions,

$$D_{1,2} = \text{Sup}_{x} |F_{AV}(x) - F_{CV}(x)|,$$

where “Sup” stands for Supremum function. The Kolmogorov-Smirnov test statistic $D_{1,2}$ is then compared to critical values $D_{1,2,\alpha}$ for desired significance level $\alpha$, with the critical values are estimated from the Kolmogorov distribution (Razali and Wah, 2011). If $D_{1,2}$ exceeds the $D_{1,2,\alpha}$, then the null hypothesis ($H_{0}$) can be rejected and one conclude the $F_{AV}(x)$ and $F_{CV}(x)$ are different distributions.
Unlike the Kolmogorov-Smirnov test, the Anderson-Darling test finds the difference between two distributions giving more weight to the differences between the tails of the distributions $F_{AV}(x)$ and $F_{CV}(x)$. While the test hypothesis is defined similar to the Kolmogorov-Smirnov test, the difference between the distributions is defined as (Anderson, 2011)

$$W_n^2 = n \int_{-\infty}^{\infty} [F_{AV}(x) - F_{CV}(x)]^2 \psi(F_{CV}(x)) dF_{CV}(x)$$

where $\psi(z)$ is the weight function such that $\psi(z) > 0$ and $\psi = \left[F_{CV}(z) \left(1 - F_{CV}(z)\right)\right]^{-1}$. When $U = F(x)$ is a random variable with distribution function $u = \Pr(U < u = \Pr(F(x) < u)}$, $0 \leq u < 1$, Anderson and Darling (1954) showed that the Equation 8 can be written as:

$$A_n^2 = -n - \frac{1}{n} \sum_{j=1}^{n} (2j - 1) \left[\log u(j) + \log (1 - u(n-j+1))\right]$$

where $u(j) = F_{CV}(x(j))$ and $x(1) < x(2) < \cdots < x(n)$ is the ordered sample. The Anderson-Darling test critical values are estimated for different distribution functions (Jäntschi and Bolboacă, 2018).

Similar to Kolmogorov-Smirnov test, null hypothesis that the distributions are equal can be rejected if Anderson-Darling test statistics ($A_n^2$) exceed the critical values.

Other methods of comparing automated and conventional vehicle safety would include comparisons of the mileage between crashes distributions as well as an assessment of Restricted Mean Survival Time (RMST), which has been commonly used in duration/survival data comparisons (Royston and Parmar, 2013, Harhay et al., 2018). The RMST of a random variable $X$, $\mu(x^*)$, is the expected value of $\min(X, x^*)$ (the area under the survivor curve $S(x)$ up to $x^*$)

$$\mu(x^*) = E(\min(X, x^*)) = \int_{0}^{x^*} S(x)dx = \int_{0}^{x^*} (1 - F(x))dx$$

Since $X$ is the number of miles between crashes, RMST can be interpreted as the crash-free expectancy until $x^*$ miles. For example, automated vehicle’s crash-free expectancy in the next
1 million miles can be 0.5 million miles, which means no crashes are expected after 0.5 million miles of driving in the next 1 million miles of automated vehicle operation. The crash-free expectancy can be defined similarly for conventional vehicles. Comparing the conventional and automated vehicle RMST at $x^*$ provides insight into how safe a conventional vehicle is in comparison to an automated vehicle.

Another useful metric for evaluating automated vehicle safety can be estimating the ratio of the restricted mean survival time of automated and conventional vehicles. For the entire automated and conventional vehicle operations, when $X \to \infty$, the calculated ratio gives the relative safety effectiveness ($SE$) of automated vehicles relative to conventional vehicles as

$$SE = \frac{RMST_{AV}}{RMST_{CV}} = \frac{\mu_{AV}(X)}{\mu_{CV}(X)} = \frac{E_{AV}(X)}{E_{CV}(X)} = \frac{AV \text{ crash free expectancy}}{CV \text{ crash free expectancy}}$$

where $X$ is miles between crashes, $E_{AV}(X)$ is expected value of automated vehicles’ miles between crashes and $E_{CV}(X)$ is the expected value of conventional vehicle miles between crashes. A value of $SE$ larger than 1 implies that automated driving is safer and a value of less than one implies conventional vehicles are safer.

3. Empirical Study

The empirical study is undertaken to evaluate automated vehicle safety using comparable automated and conventional vehicle data. Specifically, the issue of false equivalency between automated and conventional vehicles crashes, stemming from the limitations in the availability of conventional vehicles’ non-police-reported crashes (see Mannering and Bhat, 2014 for issues relating to the under-reporting inherent in police-reported crashes), is addressed. This is achieved by sourcing conventional vehicle crashes from a naturalistic driving study database, which
includes both minor and major crashes (hence making it comparable to automated vehicle crashes reported by auto manufacturers). Unfortunately, comparable available data are quite limited due to the proprietary data associated with automated vehicles. This data availability issue will necessitate a limited model without extensive explanatory variables influencing the durations (miles) between crashes. This makes sense in the group-vehicle context adopted herein, where relevant explanatory variables would be limited to global factors affecting the vehicle-group as a whole. However, the possibility of having extensive vehicle-based data in the future will enable the use of a wide range of vehicle specific explanatory variables that can affect hazard and survivor functions, as previous studies have used in studying driver-based data (Mannering, 1993; Balusu, 2020).

---

5 During the various model estimations, a variety of mixing distribution were used to account for possible unobserved heterogeneity in the data (Mannering et al., 2016). However, the limitations of the data (particularly in terms of number of observations) prevented these heterogeneity models from producing estimation results that were statistically different from the conventional fixed-parameter models.
3.1 Automated Vehicle Safety Evaluation Framework

A three-step framework is proposed to evaluate automated vehicle safety based on duration modeling and the available data (Figure 2). First, despite the challenges in automated vehicle crash availability, a database is created by sourcing automated vehicle crashes from the California Department of Motor Vehicles and combining them with conventional vehicle crashes from the naturalistic driving study. In the second step, the proposed methodology in this study is examined using the created database. In this step, the miles driven between successive crashes in automated and conventional vehicle groups is studied, assuming an exponential distribution in an accelerated failure modeling approach. Third, the safety performance equivalency of automated and conventional vehicle groups is tested by comparing miles-between-crash cumulative distribution functions (failure functions). Finally, the relative safety of automated and conventional vehicle groups is assessed using each group’s crash-free expectancy.

3.2 Automated Vehicle Crash Data

Automated vehicle road tests have become more common in recent years, with the National Highway Traffic Safety Administration (NHTSA) indicating that 25 automated vehicle manufacturers and developers are testing their cars on United States public roads as of May 2021. Although automated vehicle companies are not required to report their vehicle information based on federal rules, state regulations can help to keep road tests transparent or make data available for the public. For example, the California Department of Motor Vehicles automated vehicle tester program was established in 2014 with the aim of testing automated vehicles with fallback users (test vehicles require a human in the driver seat who can take control of the vehicle at any time).

---

6 Sourced from: https://www.nhtsa.gov/automated-vehicle-test-tracking-tool (May 2021)
7 There are currently federal laws or rules that are under consideration by NHTSA for the mandatory reporting of all crashes involving automated vehicles occurring in the US (https://www.nhtsa.gov/sites/nhtsa.gov/files/2021-06/Standing_General_Order_2021_01-digital-06292021.pdf).
Under this California vehicle tester program, all manufacturers testing automated vehicles on public roads are mandated to report crashes involving an automated vehicle within ten days after the collision.

For the current study, automated vehicle crash data are sourced from the California autonomous vehicle tester program. Crashes that occurred over a year of automated vehicles operation on California public roads are investigated. As of November 2020, 59 permit holders were testing their automated vehicles under this program. California autonomous vehicle tester program defined automated vehicles as “a vehicle that has been equipped with technology that is a combination of both hardware and software that, when engaged, performs the dynamic driving task, but requires a human test driver or a remote operator to continuously supervise the vehicle’s performance of the dynamic driving task.”\(^8\) According to this definition, vehicles equipped with one or more advanced driver assist systems (Levels 1 and 2 of automation) are not tested in this program, and the autonomous vehicle tester program is limited to testing Level 3 of automation.\(^9\)

Based on California autonomous vehicle tester regulations, automated vehicle companies are mandated to report automated vehicle-involved crashes in fewer than ten days after the time of the crash, and it can thus be assumed that the crash reports contain all automated vehicle-involved crashes. The crash reports consist of information regarding the crash time, cause of the crash, crash type, crash severity, and whether the crashes occurred under automated driving systems operation or manual driving. Also, the annual mileage of each vehicle’s operation on public roads must be reported by the end of the year. The mileage dataset includes the vehicle identification number and

---

\(^9\) Level 3 operation is defined as a level of automation that enables the driver to cede full control of all safety-critical functions under certain traffic or environmental conditions and in those conditions to rely heavily on the vehicle to monitor for changes in those conditions requiring transition back to driver control. The driver is expected to be available for occasional control, but with sufficiently comfortable transition time (Mannering and Washburn, 2020).
the number of miles it was operated during each month. No information regarding the environment under which automated vehicles were tested is publicly available.

As of the time of developing this study, automated vehicle road test data were available until November 2020. Figure 1 represents the distribution of crashes and vehicle miles travelled from January 2019 to November 2020. The data for the year 2019 is used, given the restriction in automated vehicle testing, and road traffic in general, because of the global pandemic in 2020. Automated vehicle testing data in 2019 includes 651 unique vehicles from 30 autonomous vehicle tester permit holders. The tested automated vehicles were driven 2,849,850 miles in 2019 and were involved in 105 crashes. The crash data were manually extracted from the crash reports. However, because the crash reports do not include the vehicle identification number, the daily automated vehicles vehicle miles travelled is estimated using the monthly vehicle miles travelled reports, assuming no variations in daily vehicle miles travelled in a month. The miles between crashes is then approximated using the daily vehicle miles travelled and the time of the crash.

3.3 Naturalistic driving study data

The naturalistic driving study data are collected as part of the Strategic Highway Research Program 2 (SHRP2) program. In the SHRP2 study, more than 3,100 volunteer drivers in six locations had their cars equipped with cameras, radar, and other sensors to capture data as they went about their usual driving tasks. The six sites where the naturalistic driving study data were collected are Seattle, WA; Bloomington, IN; Buffalo, NY; State College, PA; Durham, NC; and Tampa, FL. The naturalistic driving study includes the driver information, the vehicle driven, and driver trip information, as well as the potential crash and near-crash events that occurred in each trip. The naturalistic driving study data consist of more than 5.4 million miles, more than 1 million hours of recorded videos, and more than 1,500 crashes.
The naturalistic driving study has four types of data and can be requested using an available query tool. Time series or vehicle kinematics data include the data collected from each instrumented vehicle while it is being driven. Video data include the data collected from the cameras installed in participants’ vehicles. Driver survey and questionnaire data include answers to questionnaires, vision test results, and the results of brief physical tests described in the consent agreement. Event data include the crash, near-crash, and baseline event data. These data also include follow-up investigations of selected crashes with answers to an interview with the driver by one of the SHRP 2 researchers and the police report resulting from the crash.

In this study, the naturalistic driving study data are compiled to be consistent with the automated vehicle crash and vehicle miles travelled data. A sample of consecutive trips is randomly selected so that the total number of miles driven would be equal to 3 million miles. Consequently, 509,338 trips were included in the dataset, and a total number of 130 crashes were observed in these trips. For the naturalistic driving study data, the length of trips varies from less than a mile to 382.4 miles, with an average of 6.8 miles. The average number of miles driven on an individual trip before a crash is 9.9 miles (with a minimum less than 1 mile and a maximum trip length until a crash of 215.6 miles). Given that the time of crashes is known, miles driven between crashes is calculated using the trip lengths in the naturalistic driving study dataset. To this end, the total miles of travel in the sample for consecutive crash reports is determined.

3.4 Failure rate, miles between crashes, and empirical failure function estimation

A descriptive analysis of automated and conventional vehicles crash datasets shows a higher crash rate was observed for conventional vehicles compared to automated vehicles. In 2,849,50 miles of driving conventional vehicles, 130 crashes were observed, which is higher than 105 crashes automated vehicles were involved in while driving the same mileage. Consequently,
the rate of automated vehicle crashes is 20% lower than conventional vehicles. The average of automated vehicle miles-to-crash is higher than conventional vehicles where, on average, automated vehicles were involved in crashes every 27,399 miles in comparison with 21,634 miles for conventional vehicles. Table 1 summarizes crash frequency and miles-to-crash statistics.

The cumulative distribution of miles between crashes represents the empirical failure function, $F(x)$ (see Equation 2) and are shown in Figure 3. The likelihood of automated and conventional vehicles being involved in crashes can be compared using these functions. For example, after 50,000 miles, the likelihood of being involved in a crash was observed to be 86% and 84% for automated and conventional vehicles, respectively. In this regard, the survival probability, as a complement of failure probability, would be 14% and 16% for conventional and automated vehicles. The probability of crashes was higher than 50% for automated vehicles after driving 15,000 miles, in contrast with 13,000 for conventional vehicles. Although from Figure 3, automated vehicle crash likelihood is lower than conventional vehicles at (almost) every mile of driving, the significance of this difference needs to be investigated statistically.

3.5 Parametric duration model estimation

Using standard maximum likelihood estimations, various parametric functions were fitted to the automated and conventional vehicle data. As discussed previously, the exponential distribution function, with its constant hazard rate, makes the most theoretical sense since one would not expect the hazard functions to increase or decrease over time as they would if individual drivers were being followed in conventional vehicles (where drivers accumulating experiences may affect the probability of a crash as crash free miles are accumulated) or if individual vehicles were followed in the case of automated vehicles (where software updates and changes in sensor
accuracy over accumulating crash free miles may affect the probability of a crash). With parameter \( \lambda > 0 \), the exponential density function is,

\[
f(x) = \lambda e^{-\lambda x},
\]

(12)

with a hazard function,

\[
h(x) = \lambda
\]

(13)

Estimation of this model using the log of the mileage between crashes (see Equation 6) gives the estimation results shown in Table 2. Models are presented in this table; one with just a constant term, and the other with a constant term and an indicator variable that is equal to one if the crash-free duration data was from the automated vehicle group and zero otherwise. Table 2 shows that the automated vehicle indicator is statistically significant. The appropriate likelihood ratio test for this is,

\[
X^2 = -2[LL(\beta_c) - LL(\beta_{ci})]
\]

(14)

where \( LL(\beta_c) \) is the log-likelihood at convergence of the model with the constant term only and \( LL(\beta_{ci}) \) is the log-likelihood at convergence of the model with both the constant and the automated vehicle indicator. The statistic in Equation 14 is \( \chi^2 \) distributed with one degree of freedom (the additional automated vehicle indicator estimated) and has a value of 4.42. This indicates that the null hypothesis that the two models are the same (which is equivalent to saying that there is no difference in the safety of automated and conventional vehicles) can be rejected with 97 percent confidence, suggesting automated vehicles are safer, with the positive value of the automated vehicle indicator meaning a longer duration (miles driven) between crashes.\(^{10}\)

\(^{10}\) As an alternative test, the data could be split and separate models for automated and conventional vehicles could be estimated with just a constant term. The likelihood ratio test would then be \( X^2 = -2[LL(\beta_T) - LL(\beta_a) - LL(\beta_c)] \) where \( LL(\beta_T) \) is the log-likelihood at convergence of the data with all vehicles, \( LL(\beta_a) \) is the log-likelihood at convergence using only automated vehicle between-crash mileage, and \( LL(\beta_c) \) is the log-likelihood at convergence using only
However, because access to detailed data is not available and many important explanatory variables are missing, the data may not fit the exponential distribution well. To test the suitability of the exponential distribution, we employed Kolmogorov-Smirnov and Anderson-Darling goodness-of-fit tests with a 95% confidence interval (Table 3). The estimated one-way sample test statistics for the examined distributions show that the Anderson-Darling and Kolmogorov-Smirnov tests reject the null hypothesis that the data samples follow an exponential distribution. In fact, a variety of other parametric distributions were also tested and rejected, again reflecting the effect of important missing explanatory variables an issue that will afflict any group-level duration analysis.

3.5 Comparing automated and conventional vehicle failure function

Given the above, non-parametric tests are conducted to determine if the automated vehicle empirical failure function is statistically different from the parametric conventional vehicle failure function using two-sample non-parametric Kolmogorov-Smirnov and Anderson-Darling tests and a 95% confidence level. The Kolmogorov-Smirnov test (see the previous description) produced a test statistic of 0.261 which is higher than the critical value of 0.009 at the 95% confidence level, thus indicating that the null hypothesis that automated and conventional vehicle failure functions are the same can be rejected with high confidence. Similarly, the Anderson-Darling test statistic was 9.715, which is higher than the critical value of 2.492 at the 95% confidence level, again indicating that the null hypothesis that automated and conventional vehicle failure functions are the same can be rejected with high confidence. Consequently, it can be concluded that the automated vehicle failure function is statistically inconsistent with the conventional vehicle failure function.

conventional vehicle between-crash mileage. However, with the model estimated herein, it can be readily shown that this test will produce the exact same test statistic $X^2 = 4.42$ and thus identical conclusions are drawn.
function and, therefore, with 95% confidence, automated vehicle failure probability is lower than conventional vehicles’ failure probability.

3.6 Crash-free expectancy

Table 4 compares the automated and conventional vehicle crash-free expectancies at different mileage (see Equations 10 and 11). The results show that in the next 10,000 miles of driving, the crash-free expectancies in the vehicle groups are roughly 4,000 miles for conventional vehicles and 7,500 for automated vehicles. In the next 150,000 miles of driving, the crash-free expectancy would be increased to nearly 6,000 miles when shifting from conventional vehicles to automated vehicles. In other words, in comparison with a conventional vehicle, on average, the automated vehicle group can drive an additional 6,000 miles before observing a crash which represents a 27% advantage in favor of vehicle automation. Consequently, the safety effectiveness of automated vehicles is estimated as 1.27 relative to conventional vehicles (see Equation 11).

4. Discussion

This study formulates a duration analysis for automated vehicle safety evaluation (using miles between crashes) and demonstrates the necessity of rethinking the approach to crash modeling for evaluating automated vehicle safety. The preliminary analysis of automated and conventional vehicle crash data (based on groups of vehicles) sets indicated that automated vehicles’ crash rates are 20% lower than convention vehicles. On average, automated vehicles were driven 27,399 miles before being involved in a crash which is higher than the 21,634 miles for conventional vehicles. Also, a comparison of automated and conventional vehicles’ empirical distribution of the miles driven between crashes represents the lower failure (crash) probability for automated vehicles. Using the Kolmogorov-Smirnov and Anderson-Darling tests, the hypothesis of whether the automated vehicle failure function is different from the conventional vehicles’
failure function was examined, and it was concluded that the difference between automated and conventional vehicles’ failure functions are different at the 95% confidence interval level. The findings of the proposed statistical analysis herein imply that Level 3 of automation testing in California is safer than conventional vehicles. Also, comparing the crash-free expectancy between the conventional vehicle and automated vehicle shows a 27% improvement in 150,000 miles of road operation.

While the empirical analysis presented herein is a demonstration of the methodology at the group-of-vehicles level, tracking individual vehicles and drivers (once such data become readily available) has the potential to greatly expand the insights and inferences drawn by allowing many explanatory variables to influence the accumulated mileage between crashes and, perhaps more importantly, such individual data will allow the exploration of various hazard function shapes to determine how crash probabilities vary conditionally on the number of accumulating crash-free miles.

It is important to mention the empirical analysis herein is not without its limitations. To begin, some limitations are inherent in all road test data analysis in that it was assumed that automated vehicle manufacturers reported all crashes, as mandated. According to the California Department of Motor Vehicles, the autonomous vehicle tester program is limited to testing Level 3 of automation, and so the analysis presented in this study can only evaluate the safety of Level 3 of automation. Although there is no information regarding the automated vehicle testing operational design domain, since Level 3 of automation is designed to operate in various (although limited) operational design domain (SAE, 2016), it was assumed that automated vehicles were tested on roads with different functional classifications and are comparable with conventional vehicles. In addition, because Level 3 automation requires fallback users to intervene in certain
situations, the disengagement from the automated driving systems potentially imposes a considerable risk of crashes (Happee et al., 2017). Depending on the experience and awareness of fallback users, this risk can be lower or higher. Because the automated vehicle crash dataset is collected as part of the autonomous vehicle tester program, it is expected that the fallback users are both experienced and constantly pay attention to automated vehicles performing the dynamic driving task. However, it is possible that our findings may overestimate automated vehicle safety since fallback drivers may be a selected group of drivers with low disengagement risk. Along these same lines, there is also the possibility that the overall risk profiles of automated vehicle drivers differs in a fundamental way from that of the naturalistic driving data drivers. That is, because we do not observe the same drivers using both technologies (automated and conventional), there is a potential for a selectivity bias which could influence the safety conclusions (if automated drivers are inherently safer the safety effectiveness of automated vehicles will be overestimated and if they are less safe it will be underestimated). This issue could be addressed with selectivity bias correction methods if data on individual vehicles/drivers were available.  

There is also the issue that the automated vehicle crash reports used herein do not include the time of the crash and the vehicle mileage, necessitating that the estimated miles between crashes be rounded up to the miles driven in a day on which the crash occurred. Having access to the exact mileage of vehicles would resolve this issue and result in a smoother failure function for automated vehicle. Nevertheless, we do not anticipate this issue would have a significant effect on the conclusions of this study.

---
11 This issue is similar to the general problem with crash data in general in that the riskiest drivers are over-represented in the sample and the safest drivers are under-represented. This creates an identification problem as discussed in Mannering et al. (2020).
Another limitation is that the empirical study was conducted using only one year of automated vehicles operation, which translated into 2.8 million miles. While 2.8 million miles are expected to be sufficient to capture the cumulative distribution of the miles between crashes, future studies can expand this timeframe to further assess the impact of additional accumulated miles.

Finally, the current study focused on crash occurrence but not on crash severity (resulting injuries or property damage). While the severity of automated vehicle crashes has been studied in the literature (Xu et al., 2019, Wang and Li, 2019), the proposed framework can be used to compare automated vehicle failure function by crash severity once enough road test data are available. In fact, competing risk duration models would be a natural methodological approach for addressing injury severity in a duration model context (Washington et al., 2020). This would be a fruitful direction for future work.
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Table 1. Automated and conventional vehicles crash rates

<table>
<thead>
<tr>
<th>Descriptive Statistics</th>
<th>Conventional-vehicle crash data</th>
<th>Automated-vehicle crash data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of crashes</td>
<td>130</td>
<td>105</td>
</tr>
<tr>
<td>Number of miles driven (million miles)</td>
<td>2,849,850</td>
<td>2,849,850</td>
</tr>
<tr>
<td>Rate of crashes (per million miles)</td>
<td>45.6</td>
<td>36.8</td>
</tr>
<tr>
<td>Mean miles-to-crash</td>
<td>21,634</td>
<td>27,399</td>
</tr>
<tr>
<td>Minimum miles-to-crash</td>
<td>12</td>
<td>4,212</td>
</tr>
<tr>
<td>Maximum miles-to-crash</td>
<td>112,975</td>
<td>134,023</td>
</tr>
<tr>
<td>Median miles-to-crash</td>
<td>12,679</td>
<td>15,767</td>
</tr>
</tbody>
</table>
Table 2. Exponential distribution duration model parameter estimates of the mileage driven between crashes in automated- and conventional-vehicle groups. ($t$ statistics in parentheses).

<table>
<thead>
<tr>
<th>Variable Description</th>
<th>All Vehicles</th>
<th>All Vehicles with Vehicle-Type Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>3.207</td>
<td>3.074</td>
</tr>
<tr>
<td></td>
<td>(52.68)</td>
<td>(38.77)</td>
</tr>
<tr>
<td>Automated vehicle indicator (1 if the vehicle is automated, 0 otherwise)</td>
<td>–</td>
<td>0.275</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.21)</td>
</tr>
<tr>
<td>Exponential parameter, $\lambda$</td>
<td>0.040</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>(16.46)</td>
<td>(16.28)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>235</td>
<td>235</td>
</tr>
<tr>
<td>Log likelihood at convergence</td>
<td>$-392.92$</td>
<td>$-390.71$</td>
</tr>
</tbody>
</table>
### Table 3. Exponential distribution function hypothesis test

<table>
<thead>
<tr>
<th></th>
<th>Conventional Vehicles Crashes (130 observations)</th>
<th>Automated Vehicles Crashes (105 observations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Statistic</td>
<td>Kolmogorov-Smirnov (Critical value)</td>
<td>Kolmogorov-Smirnov (Critical value)</td>
</tr>
<tr>
<td></td>
<td>Anderson-Darling (Critical value)</td>
<td>Anderson-Darling (Critical value)</td>
</tr>
<tr>
<td>Test Statistic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12** (0.11)</td>
<td>2.78** (1.32)</td>
<td>0.14** (0.13)</td>
</tr>
<tr>
<td>2.97** (1.32)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

** The test Statistic is larger than the critical value → Reject the null hypothesis
Table 4. Automated and Conventional vehicles crash-free expectancy and safety effectiveness

<table>
<thead>
<tr>
<th>Mileage</th>
<th>Conventional Vehicle Crash-free Expectancy (miles)</th>
<th>Automated Vehicle Crash-free Expectancy (miles)</th>
<th>Difference in Miles</th>
<th>Difference in Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>3884</td>
<td>7,500</td>
<td>3616</td>
<td>93%</td>
</tr>
<tr>
<td>25000</td>
<td>8027</td>
<td>11,724</td>
<td>3697</td>
<td>46%</td>
</tr>
<tr>
<td>50,000</td>
<td>13,730</td>
<td>16,863</td>
<td>3133</td>
<td>23%</td>
</tr>
<tr>
<td>100,000</td>
<td>20,257</td>
<td>24,813</td>
<td>4556</td>
<td>22%</td>
</tr>
<tr>
<td>150,000</td>
<td>21,612</td>
<td>27,399</td>
<td>5787</td>
<td>27%</td>
</tr>
</tbody>
</table>
Figure 1. Distribution of automated vehicle crashes and vehicle miles travelled in 2019 and 2020.
Figure 2. Automated Vehicle Safety Evaluation Framework
Figure 3. Estimated empirical failure function $F(x)$, for automated vehicles and conventional vehicles.